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Recap: causal questions

e questions of association are of the kind:
= whatis the probability of Y (potentially: after observing X)?, e.g.:
o whatis the chance of rain tomorrow given that is was dry today?
o what is the chance a patient with lung cancer lives more than 10% after diagnosis?
= these hands behind your back and passively observe the world-questions
e causal questions are of the kind:
= how would Y change when we interveneon 17, e.g.:

o if we would send all pregant women to the hospital for delivery, what would happen with neonatal
outcomes?

o if we start a marketing campain, by how much would our revenue increase?

= these tell us what would happen if we changed something



What is prediction?



Examples of prediction tasks

observe an X, want to know what to expect for Y
1. X = patient caughs, Y = patient has lung cancer
2. X=ECG, Y = patient has heart attack

3. X=CT-scan, Y = patient dies within 2 years



Prediction: typical approach

1. define population, find a cohort
2. measure X at prediction baseline
3. measure Y

a. cross-sectional (e.g. diagnosis)

b. longitudinal follow-up (e.g. survival)

4. use a statistical learning technique (e.g. regression, machine learning)
e fit model f to observed {X;,y; } with a criterion / loss function

5. evaluate prediction performance with e.g. discrimination, calibration, R?



Prediction: typical estimand

Let f depend on parameter O, prediction typically aims for:

fo(x) = E[Y|X = x]

e when Y is binary:
= probability of a heart attack in 10 years, given age and cholesterol
= probability of lung cancer, given symptoms and CT-scan
= typical evaluation metrics:
o discrimination: sensitivity, specificity, AUC

o calibration



Causal inference: typical approach

1. define target population and targeted treatment comparison
2. run randomized controlled trial, randomizing treatment allocation (when possible)

3. measure patient outcomes

4, estimate parameter that summarizes average treatment effect (ATE)

typical estimand:

E[Y|do(T =1)] — E[Y |do(T = 0)]



Causal inference versus prediction

prediction causal inference
e typical estimand E[Y | X] e typical estimand E[Y |do(T = 1)] — E[Y |do(T = 0)]
e typical study: longitudinal cohort e typical study: RCT (or observational causal inference
e typical interpretation: X predicts Y study)
e primary use: know what Y to expect when observing a ® tyPicalinterpretation: causal effectof 1" on ¥’
new X assuming no change in joint distribution e primary use: know what change in Y to expect when

changing the treatment policy



What do we mean with treatment policy?

A treatment policy 77 is a procedure for determining the treatment

Assuming T is binary, 7T can be:

e 7 =0.5(al/1RCT)

e give blood pressure pill to patients with hypertension:

1, bloodpressure > 140mmHg

rt(blood pressure) = { 0 herwis
, otherwise

e give statins to patients with more than 10% predicted risk of heart attack:

(X) = { 1, f(X)>0.1

0, otherwise

e the propensity score can be seen as a (non-deterministic) treatment policy



Where can prediction and causality meet?

1. prediction has a causal interpretation
2. prediction does not have a causal interpretation:

a. butis used for a causal task (e.g. treatment decision making)

b. but predictions can be improved with causal thinking in terms of e.g.:

e interpretability, robustness, ‘spurious correlations’, generalization, fairness, selection bias



2a. Prediction model used for a causal task
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Using prediction models for decision making is often thought of as a
good idea

For example:

1. give chemotherapy to cancer patients with high predicted risk of recurrence

2. give statins to patients with a high risk of a heart attack

TRIPOD+AI on prediction models (Collins et al. 2024)

“Their primary use is to support clinical decision making, such as ... initiate treatment or lifestyle changes.”



This may lead to bad situations when:

1. ignoring the treatments patients may have had during training / validation of prediction model

2. only considering measures of predictive accuracy as sufficient evidence for safe deployment



When accurate prediction models yield
harmful self-fulfilling prophecies



outcomes under
historic treatment policy:
patients with fast growing
tumors (%é") have worse survival

Before ... @/“‘ @ >@:_'

OPM is accurate under
historic treatment policy

historic
treatment policy

Outcome prediction model

new policy is harmful
for patients with
fast growing tumors ({})

has good discrimination
post-deployment
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outcomes under
treatment policy with OPM

treatment policy
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Building models for decision support without regards for the historic
treatment policy is a bad idea



New treatment policy




The question is not “is my model accurate before / after deployment”,

but did deploying the model improve patient outcomes?



Treatment-naive prediction models
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|s this obvious?




Prediction modeling is very popular in medical research

Landscape of clinical prediction models

« 1382 modek oreamiovasculardeease (Wessler, 2021) « 42 modek for kidney failue inchmnic kidrey deease (Ramspek, 2019)

« T3 modek related to COVID-18 (Wyna nts, 2020) « 40 modek forincident heant Gilue (Sahke, 2017)

= 408 modek for COPD pognesi (Beliou, 2013 « 37 modek for treatment msponee in pulmonary TE (Pestluk, 2021)

= 363 modek for cadiovascular deease general population (Camen, 2016) . 35 modek for in vito fe ttilisation (Ratra , 2020)

« 327 modek for oxicity prediction after radictherapy (Takada, 2022) « 34 modek forstmke in type-2 diabetes (Chowdhury, 2018

« 263 poancsk modek in obsetncs (Kkinrouwe ker, 2016) « 34 mocek forgmaft failure in kidney trans plant tion (Kabore, 2017)

« 258 modek morta lity after general tauma (Muner, 2017 ) « 31 mocek for length of stay in 12U (Verburg, 2015)

« 180 female-s pecific models for cardiovascular disease (Baar, 2018) « 30 modek for low back pain (Haskins, 2015)

« 142 modek for morality prediction in peterm infants (van Beek, 2021) « 27 modek for pediatric ea iy waming sysems (Tubey, 2013)

« 118 modek for crtica | care prognose in LMIC (Ha niffa, 2018) « 27 modek for makina prognosi (Njim, 2012)

« 101 modek for primary gastric cancer poanosis (Feng, 2019) « 26 modek for pestopertive oukomes colbech | cancer (Souwer, 2020)

« S99 modek forneck min (Wingbermihle, 2018) « 26 modek forchidhood asthma (Kothabwa , 2020)

«  B1modek forsudden cadiac amest (Camick, 2020) « 25 mockek for lung cancer rek (Gray, 2016)

« T4 modek forcontmst-induced acute kidney injury (Allen, 2017) « 25 modek for re-admission afteradmitted for hear failue (Mahajan, 2018)
= T3modek or28/30 day hoepital readmission (Zhou, 2016) « 23 modek for recovery afier echemic stroke (Jammthong, 2018)

= BB modek orpeechimpsia (De Kat, 2013) « 23 modek fordeliium in oker adulis (Lindmoth, 2018)

« B8 modek forliving donor kidney/iver tra re plant counselling (Haller, 2022)  « 21 modek foratral fibrillation defection in community (Himmelreich, 2020)
« B7 modek fortraumatic brain injury poanesis (Dijkland, 2019) « 19 modek forsurvival after esectable panceatic cancer (Stijker, 2019)

« B4 modek orsuicide fsuicide attempt (Belsher, 2019) « 18 modek for recumence hep carc. after lver tansplant { Al-Ameri, 2020)
«  B1modek ordementia (Hou, 2013) « 18 modek forfuture hyperersion in childen (Hamoen, 2018)

= S8 modek orbreastcancer pognoss (Fhung, 2013 « 18 mockek forrek of Bk afterstoke (Wakh, 2016)

«  5S2modek borpre-eclampsia (Towrsend, 2013) « 18 modek for mork lity in acute pancreatite (D, 2016)

« 52 modek forcobrectal cancer risk (Lsher-Smith, 2016 ) « 17 modek for bacteral meningitis (van Zegoeren, 2019)

« 48 modek forincident hypeension (Sun, 2017) « 17 modek forca diovascular deease in hyperemsive popubtion (Cai, 2020)
« d6modek ormelnoma (Kaser, 2020) « 14 modek for ICU delinum rsk (Chen, 2020)

« 46 modek brpognose after camtid revasculreation Volkers, 2017 ) « 14 modek for dia betic retinopathy pogession (Haider, 2019)

« 43 modek for mortality in critically ill (Keuning, 2019) g’ﬁ; R nall
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Recommended validation practices and reporting guidelines do not
protect against harm
because they do not evaluate the policy change

> CA Cancer J Clin. 2016 Sep;66(5):370-4. doi: 10.3322/caac.21339. Epub 2016 Jan 19. > BMJ. 2024 Apr 16:385:e078378. doi: 10.1136/bmj-2023-078378.
American Joint Committee on Cancer acceptance TRIPOD+AI statement: updated guidance for
criteria for inclusion of risk models for reporting clinical prediction models that use
individualized prognosis in the practice of precision regression or machine learning methods
medicine

Gary S Collins 1, Karel G M Moons 2, Paula Dhiman 1, Richard D Riley ® 4, Andrew L Beam °,
Ben Van Calster ® 7, Marzyeh Ghassemi &, Xiaoxuan Liu ® 1, Johannes B Reitsma 2,

Maarten van Smeden 2, Anne-Laure Boulesteix 1, Jennifer Catherine Camaradou 12 13,

Leo Anthony Celi 1 1® 16 gpiros Denaxas 7 18, Alastair K Denniston 4 2, Ben Glocker 19,

Robert M Golub 29, Hugh Harvey 2!, Georg Heinze 22, Michael M Hoffman 23 24 25 26

André Pascal Kengne 27, Emily Lam 12, Naomi Lee 28, Elizabeth W Loder 2° 30 |ena Maier-Hein 3,

Affiliations + expand Bilal A Mateen 77 32 33 Melissa D McCradden 4 3%, Lauren Oakden-Rayner 26, Johan Ordish %7,
PMID: 26784705 PMCID: PMC4955656 DOI: 10.3322/caac.21339 Richard Parnell "2, Sherri Rose 3¢, Karandeep Singh *#, Laure Wynants 2°, Patricia Logullo

Michael W Kattan 1, Kenneth R Hess 2, Mahul B Amin 3, Ying Lu 4, Karl G M Moons 2,

Jeffrey E Gershenwald €, Phyllis A Gimotty 7, Justin H Guinney 8, Susan Halabi ?,

Alexander J Lazar 19, Alyson L Mahar 7, Tushar Patel 2, Daniel J Sargent 13, Martin R Weiser 4,
Carolyn Compton 1°; members of the AUJCC Precision Medicine Core

Affiliations + expand
PMID: 38626948 DOI: 10.1136/bmj-2023-078378 BMJ (Clinical r



Bigger data does not protect against harmful prediction models

Your data




More flexible models do not protect against harmful prediction
models



Prediction Accuracy

Value for decision making
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What to do?



What to do?

1. Evaluate policy change (cluster randomized controlled trial)

2. Build models that are likely to have value for decision making



How to evaluate the effect of a new
treatment policy?



Deploying a model is an intervention that changes the way treatment
decisions are made

New treatment policy




How do we learn about the effect of an intervention?

With causal inference!

e for using a decision support model, the unit of intervention is usually the doctor
e randomly assign doctors to have access to the model or not

e measure differences in treatment decisions and patient outcomes

e this called a cluster RCT

e if using model improves outcomes, use that one

Using cluster RCTs to evaluated models for decision making is not a new idea (Cooper et al. 1997)

“As one possibility, suppose that a trial is performed in which clinicians are randomized either to have or not to have access to such a decision aid in making
decisions about where to treat patients who present with pneumonia.”

What we don’t learn

was the model predicting anything sensible?



What if we cannot do this (cluster randomized) trial?
Off-policy evaluation

1. have historic RCT data, want to evaluate new policy 7
e target distribution p(t|x) = 7 (x)
e observed distribution g(t|x) = 0.5
e note: when 71; (X) is deterministic (e.g. give the treatment when f(x) > 0.1), we get the following:

a. when randomized treatment is concordant with 7y, keep the patient (weight = 1), otherwise, remove from
the data (weight=0)

b. calculate average outcomes in the kept patients

e this way, multiple alternative policies may be evaluated

2. have historic observational data, want to evaluate new policy 7 :
e target distribution p(t|x) = 7 (x)
e observed distribution q(t|x) = my(x)

e we need to estimate g (i.e. the propensity score), this procedure relies on the standard causal inference
assumptions (no confounding, positivity)

e use importance sampling to estimate the expected value of Y under 77| from the observed data



How to build prediction models for decision support?



1. Prediction has a causal interpretation



What can we mean with predictions having a causal interpretation?

Let f : X — Y be a prediction model for outcome Y using features X

1. X isanancestorof Y (X = {z{,27,23}) 23

2. Xisadirectcauseof Y (X = {z{,27}) l

3. f : X = Y describes the causal effectof X on Y ( 2 — W
X ={z}),ie. \ / \

f(x) = E[Y|do(X = x)]

Cﬁ<—tf.‘3

4. f : T x X — Y describes the causal effect of T on
Y conditionalon X (T = {z{},.X = {2,,2z3,W}:

f(t,x) =E[Y|do(T =1t),X = x]



Interpretation 3. all covariates are causal

Let f : X — Y be a prediction model for outcome Y using features X

f(x) = E[Y|do(X = x)]

e thisis almost never true (i.e. back-door rule holds for all variables)

e too often this is assumed / interpreted this way (table 2 fallacy in health care literature)



Example of table 2 fallacy when mis-using Qrisk

Qrisk3: a risk prediction model for cardiovascular events in the coming 10-years. Widely used in the United
Kingdom for deciding which patients should get statins

eoe M+ < 2 G grisk.org @ ¢ © O + €

This calculator is only valid if you do not already have a diagnosis of coronary heart disease (including angina or heart attack) or stroke/transient ischaemic attack.

Reset Information Publications About Copyright Contact Us Algorithm Software UKCA
[EETED Welcome to the QRISK®3 risk calculator
Age (25-84):  [ed o . : : T :
Sex: oMale Female This site calculates a person's risk of developing a heart attack or stroke over the next 10 years, producing the score described in this academic paper:
Ethnicity: [ White or not stated 4 ] » Development and validation of QRISKS risk prediction algorithms to estimate future risk of cardiovascular disease: prospective cohort study, BMJ 2017;357:j2099

It presents the average risk of people with the same risk factors as those entered for that person.

Postcode:
The algorithm has been developed by doctors and academics working in the UK National Health Service and is based on routinely collected data from many thousands of GPs across the country

who have freely contributed data to the QResearch database for medical research.

(UK postcode: leave blank if unknown—‘

— Clinical information
It has been developed for the UK population, and is intended for use in the UK. All medical decisions need to be taken by a patient in consultation with their doctor. The authors and the sponsors
accept no responsibility for clinical use or misuse of this score.

4r
Nl

Smoking status: [ non-smoker

Diabetes status:

Angina or heart attack in a 1st degree relative < 607?

Has QRISK®3 been validated?

Chronic kidney disease (stage 3, 4 or 5)? Yes. Validatation of the underlying algorithm is described in the academic paper linked above. The software used to create this site has been tested using millions of randomly generated patient
Atrial fibrillation? data (that is, simulated, not real data). Scores on this data match those generated by the statistical software used in the validation of the algorithm described in the academic paper.

On blood pressure treatment?

Do you have migraines?

Rheumatoid arthritis?

Systemic lupus erythematosus (SLE)?

Severe mental illness?
(this includes schizophrenia, bipolar disorder and
moderate/severe depression)

On atypical antipsychotic medication?
Are you on regular steroid tablets?

A diagnosis of or treatment for erectile disfunction?
— Leave blank if unknown

Cholesterol/HDL ratio:

Systolic blood pressure (mmHg):

Standard deviation of at least two most
recent systolic blood pressure readings
(mmHg):
Body mass index
Height (cm):
Weight (kg):

Calculate risk


https://www.qrisk.org/

Qrisk3 - risks:
can go wrong when:

e e.g. fillin current length and weight
= reduce weight by 5 kgs
= interpret difference as ‘effect of weight loss’

e check orun-check blood pressure medication

= observe that with blood pressure medication, risk is higher



What else could go wrong?

e Qrisk3 states itisvalidated, but validated for what?

e Qrisk3is validated for non-use!



Interpretation 4. some covariates are causal
or: prediction-under-intervention

f(t,x) =E[Y|do(T =1t),X = x]

X

1l — Y

e interpretation: what is the expected value of Y if we were to assign treatment t by intervention, given that we know
X = X in this patient



using treatment naive prediction models for decision prediction-under-intervention
support
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Estimand for prediction-under-intervention models
What is the estimand?

e prediction: E[Y | X]

e average treatment effect: E[Y |do(T = 1)] — E[Y |do(T = 0)]
e conditional average treatment effect: E[Y |do(T = 1),X] — E[Y |do(T = 0),X]
e prediction-under-intervention: E[Y |do(T = t), X]

note:

e from prediction-under-intervention models, the CATE can be derived
e in these models and the CATE: T has a causal interpretation, X does not!

m j.e. X does not cause the effect of treatment to be different



Developing prediction-under-intervention models

e requires causal inference assumptions or RCTs

e single RCTs often not big enough, or did not measure the right Xs

e when X is not a sufficient adjustment set, but X + L is, can use e.g. propensity score methods
e assumption of no unobserved confounding often hard to justify in observational data

e but there’s more between heaven (RCT) and earth (confounder adjustment)

= proxy-variable methods (e.g. Miao, Geng, and Tchetgen Tchetgen 2018; van Amsterdam et al. 2022)

= constant relative treatment effect assumption (e.g. Alaa et al. 2021; van Amsterdam and Ranganath 2023;
Candido dos Reis et al. 2017)

m diff-in-diff
= instrumental variable analysis (Wald 1940; Puli and Ranganath 2021; Hartford et al. 2017)

= front-door analysis

e not covered now: formulating correct estimands (and getting the right data) becomes much more complicated

when considering dynamic treatment decision processes (e.g. blood pressure control with multiple follow-up
Visits)



Evaluation of prediction-under-intervention models

prediction accuracy can be tested in RCTs, or in observational data with specialized methods accounting for
confounding (e.g. Keogh and van Geloven 2024)

in confounded observational data, typical metrics (e.g. AUC or calibration) are not sufficient as we want to
predict well in data from other distribution than observed data (i.e. other treatment decisions)

a new policy can be evaluated in historic RCTs (e.g. Karmali et al. 2018)
ultimate test is cluster RCT

if not perfect, likely a better recipe than treatment-naive models



2b. improving non-causal prediction models
with causality

e interpretability
e robustness/ ‘spurious correlations’ / generalization
e fairness

e selection bias



Interpretability

e end-users (e.g. doctors) often want to understand why a prediction model returns a certain prediction
e this has two possible interpretations:

a. explain the model (i.e. the computations)

0. explain the world (i.e. why is this patient at high risk of a certain outcome)

e b. often has a causal connotation, though achieving t
all covariates (rember table 2 fallacy)

nis is may be unfeasible as you need causal assumptions on



Robustness / spurious correlations / generalization

prediction models are developed in some data, but are intended to be used elsewhere (in location, time, other)
in causal language, shifts in distributions can be denoted as interventions on specific nodes

prediction models that include (direct) causes may be more robust to changes as the chain between X and Y is
shorter

some machine learning algorithms like deep learning are very good at detecting ‘background’ signals, e.g.:
» detect the scanner type from a CT-scanner
o if hospital A has scanner type 1 and hospital B has scanner type 2

o and the outcome rates differ between the hospitals, models may (mis)use the scanner type to predict the
outcome

o what will the model predict in hospital C? or when A or B buy a scanner of different type?

= may be preventable with causality



Fairness

in the historic distribution, outcomes may be affected by unequal treatment of certain demographic groups
instead of perpetuating inequities, we may want to design models that diminish them
this means intervening in the distribution (= a causal task)

causality has a strong vocabulary for formalizing fairness

actually achieving fairness is highly non-trivial, not in the least part due to unclear definitions

chosing to not include sensitive attributes in a prediction model is often not gauranteed to improve fairness



Selection bias

e have samples from some selected subpopulation
= university hospital
= older men
e want to generalize to another subpopulation
= general practitioner
= younhger women
e use DAGs to express the difference between source and target population

e calculate e.g. expected performance on target population with techniques like importance sampling



Wrap-up

e predictions can have causal interpretations
e prediction-under-intervention: causal with respect to treatment (not covariates)
e mis-use of non-causal models for causal tasks (e.g. prediction model for treatment decisions) is perilous

= always think about the policy change and its effect on outcomes

e evaluate policy changes with cluster RCTs, or historic RCTs and importance sampling

e causal thinking may improve other aspects of non-causal prediction models such as robustness, fairness,
generalization



Proof of importance sampling unbiasedness

assuming X is discrete, otherwise replace sums with integrals for continuous X
want to compute the expected value of g(x) over distribution p, but we have samples from another distribution

X ~q

. [sgx))g(x)] Z 1) < p(X)g(x)) = D, P(0g(x) = Exp [8(0)]

this assumes q(x) > 0 whenever p(x) > 0 for the ratio p/q to be defined
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